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Phone:	   913-583-0860                                                                               
Email:	    priya528957@gmail.com
LinkedIn: https://www.linkedin.com/in/priya-s1/                                                                                 

PROFESSIONAL SUMMARY
 
· I am a highly accomplished Senior Data Engineer with over a decade of experience in the complete data management lifecycle, from system design to maintenance. I specialize in leveraging the Azure and Snowflake ecosystems to build and optimize data solutions. My expertise includes data mining, data modeling, and creating high-performance algorithms and predictive models to meet business needs. I am skilled at integrating new technologies and finding innovative uses for existing data.
· Highly skilled in using Azure Databricks for large-scale data processing and analytics. Proficient in developing and optimizing Spark jobs using Scala, Python, and SQL. Expertise extends to building machine learning models and leveraging Databricks for real-time analytics.
· Deep expertise in architecting and managing modern data warehousing and analytics solutions with Azure Synapse Analytics. This includes provisioning and managing dedicated SQL pools, serverless SQL pools, and Spark pools to handle diverse big data and business intelligence workloads.
· Extensive experience with Azure SQL Database for relational data management and leveraging Azure Data Lake Storage (ADLS) Gen2 as a scalable, cost-effective data lake for storing structured and unstructured data.
· Experienced in integrating Azure DevOps with Azure data services to implement continuous integration and continuous deployment (CI/CD) pipelines. This ensures automated and efficient deployment of data solutions, maintaining version control and fostering a collaborative development environment
· Proficient in implementing and managing real-time data processing solutions using technologies such as Apache Kafka or Azure Event   Hubs.
· Pioneered a company-wide shift to a Medallion architecture (Bronze, Silver, Gold layers) within Azure Data Lake Storage, creating a robust framework for data quality, transformation, and consumption across the organization.
· Developed and optimized MapReduce and Hive jobs on Hadoop clusters, improving data processing speed by over 50%.
· Fostered strong cross-functional relationships by collaborating with data scientists, business analysts, and product managers to translate business requirements into technical data solutions.
· Experienced with a broad range of big data tools and frameworks, including Apache Hive for data warehousing, Apache Sqoop for data transfer between Hadoop and relational databases, and Apache Oozie for workflow scheduling. Skilled in utilizing these tools to build comprehensive and automated data solutions.
· Adept at translating complex technical concepts into clear, concise, and actionable information for diverse audiences, including senior leadership and non-technical business partners.
· Proven ability to foster strong cross-functional relationships and facilitate collaboration between engineering, business, and product teams.
· Extensive experience working in Agile and Scrum environments, including active participation in sprint planning, daily stand-ups, retrospectives, and backlog grooming.
· Highly proficient in using project management tools like Jira and Confluence to manage project backlogs, track progress, identify and resolve issues, and maintain comprehensive project documentation. 
· Dedicated to optimizing data pipelines and queries to significantly improve system performance and reduce latency.
· Expertise in tuning and troubleshooting complex data systems to ensure peak efficiency.
· Expertise in designing and implementing dimensional models, including star schema and snowflake schema, to optimize data retrieval and support efficient business intelligence (BI) reporting. Skilled in creating fact tables, dimension tables, and designing slowly changing dimensions (SCDs) to accurately track historical data.
· Experience in migrating legacy data warehouses to modern cloud-based solutions like Azure Synapse Analytics or Snowflake.       
TECHNICAL SKILLS
	Cloud Technologies 
	Azure HDInsight Azure Data Factory, ADLS GEN2, Azure Blob Storage, Azure Synapse Analytics, Azure Data Bricks, Azure Cosmos DB, Azure DevOps, Purview, Azure Functional Apps, Azure Logic Apps, Azure Synapse Analytics, Entra ID, Azure Resource Manager, Azure Virtual Machines, Azure Load Balancer.

	Big Data:                   
	Spark, Hadoop, HDFS, MapReduce, YARN, Hive, Oozie, Pig, Sqoop, Presto, Zeppelin, Flink, Zookeeper          

	Languages:                
	Python, Scala, Java / J2EE, SAS, PySpark, SQL, PL/SQL, T-SQL.


	Database:                 
	HBase, MongoDB, MYSQL, SQL SERVER, Oracle, PostgreSQL, Redis, Snowflake, Teradata


	Visualization tools:
	Tableau, Power BI

	Version control:        
	Git, GitHub, Bitbucket.


	Libraries:	                  
	Sci-kit learn, Pandas, NumPy, PyTorch, TensorFlow, Azure ML.


	Scripting languages:	
	Shell scripting, Power Shell, Bash, UNIX/Linux


	Streaming platforms:
	Kafka, Confluent Kafka, Azure Event Hubs

	Modeling:                   
	Data Mining, Predictive Modeling, Algorithms, Scikit-learn, Pandas, NumPy, PyTorch, TensorFlow

	Modeling & Design:    
	Conceptual, Logical, Physical Data Modeling, Star Schema, Snowflake Schema, 3NF, SCD Type 2 , Data Marts, Data Warehousing, Data Lake Design (ADLS Gen2)

	Cloud:  	
	AWS, AZURE, GCP



PROFESSIONAL EXPERIENCE
Client: FedEx, Memphis, TN.                    				                                              March 2023 - Present       	
Sr. Data Engineer									     

Use case: Architected and spearheaded the development of a modern Lakehouse platform on Azure to power a comprehensive Customer Insights dashboard. This involved designing and implementing a scalable data architecture using Azure Synapse Analytics and Databricks, enabling end-to-end data ingestion, real-time analytics, and advanced predictive modeling on petabytes of data. The project focused on optimizing data processing workflows to significantly reduce latency and operational costs while providing deep, actionable insights for business stakeholders.

Responsibilities:
· Architected and developed scalable data models for customer insight dashboards, transforming diverse raw data from Azure SQL Database, ADLS Gen2, and Blob Storage into optimized data formats (JSON, CSV, Parquet, ORC).
· Designed and implemented data models within Microsoft Fabric Warehouses to enhance query performance and ensure data accessibility using SQL and Apache Spark.
· Engineered scalable data processing solutions using Apache Spark pools in Azure Synapse Analytics to handle petabytes of data, improving data transformation times by 30%.
· Managed data streaming into Azure Event Hubs using custom producers and consumers, optimizing topic structures to achieve a 40% cost reduction. Leveraged Azure Data Factory (ADF) for ETL and Azure DevOps for CI/CD, troubleshooting, and version control with Git.
· Implemented Spark transformations in Azure Synapse Analytics, using Synapse catalogs for metadata. Wrote over 100 PySpark jobs to process data from various sources, including Azure Blob Storage.
· Integrated Azure Data Factory with Azure Databricks to enable advanced data transformations and machine learning workflows within the data lake.
· Developed ADF pipelines to ingest data into ADLS Gen2, implementing Change Data Capture (CDC) to maintain data freshness and ensuring consistency across pipelines with reusable templates.
· Managed project workflows using Jira and Confluence to track tasks, user stories, and progress, facilitating clear communication within Agile teams.
· Administered the Microsoft Fabric environment, managing user access, workspace permissions, and data governance to ensure security and compliance.
· Implemented a Medallion architecture (Bronze, Silver, Gold) within One Lake to enforce data quality and governance, providing a reliable foundation for downstream analytics.
· Optimized ADF pipelines, reducing data processing time by 40% and enhancing ETL efficiency.
· Used Azure Monitor and other tools for proactive system monitoring, setting up alerts and analysing logs to prevent system failures.
· Developed Python-based data ingestion and transformation pipelines for Azure Data Lake Storage, ensuring data quality and consistency.
· Implemented complex workflows with Apache Airflow, scheduling transformations via Azure Functions and Azure Logic Apps to ensure efficient and automated execution.
· Implemented Unity Catalog for metadata management, ensuring data consistency and enabling comprehensive insights across Azure Databricks.
· Developed high-performance algorithms and predictive models using Python, PySpark, and Scikit-learn, integrating them into big data pipelines for real-time scoring.
· Deployed and managed Snowflake on Azure, using Snow SQL for scalable data querying. Transformed Hive/SQL queries into optimized Spark code (RDDs, Data Frames, Datasets) using Python and Scala, improving financial data processing efficiency by 75%.
Environment: Azure Blob Storage, Azure SQL Database, Azure Data Lake Storage, Azure HDInsight, Azure Databricks, Unity Catalog, Azure Logic Apps, Azure Synapse Analytics, Azure Event Hubs, Azure Functions, Azure DevOps, Snowflake on Azure, Python, Scala, Spark (PySpark, SparkSQL), Kafka, Power BI, Linux, Java, Airflow, PostgreSQL, Oracle PL/SQL, Flink.

Client: State of Texas, Austin TX					                             Sep 2021- Feb 2023
Sr. Data Engineer									         
Use case: Engineered and led the development of a unified big data platform to streamline energy trading and financial analytics. This platform ingested and processed diverse datasets, from real-time smart grid sensor data to high-volume financial transactions, enabling real-time risk assessment, predictive analytics for market forecasting, and comprehensive regulatory reporting. The project's core focus was on building scalable, reliable, and secure data pipelines on Azure while leveraging a modern Lakehouse architecture to provide stakeholders with crucial, real-time insights.
· Engineered and optimized Azure Data Factory (ADF) pipelines for ingesting and processing diverse energy and utilities datasets, ensuring data quality and compliance. This included creating pipelines for last-saved values and performing incremental imports during data migration between RDBMS and Azure Data Lake (ADLS Gen2).
· Developed Databricks transformations using PySpark for processing large-scale sensor data, smart meter data, or operational logs, incorporating Change Data Capture (CDC) mechanisms and transforming data into a snowflake schema while applying data quality rules.
· Designed and implemented PySpark Structured Streaming applications to ingest and process real-time streaming data from Kafka and Azure Event Hubs, enabling real-time analytics for grid operations, pipeline monitoring, or energy consumption.
· Proficiently utilized cloud-native ETL tools like Matillion and dbt, with hands-on experience in designing and implementing data pipelines for energy trading, asset management, or customer billing data.
· Expertise in troubleshooting and resolving performance bottlenecks in large-scale data pipelines.
· Developed and managed robust data pipelines using Azure Data Factory (ADF) and PySpark on Databricks to ingest, process, and synchronize financial data from diverse sources, such as trading systems, market data feeds, and core banking applications. These pipelines incorporated Change Data Capture (CDC) mechanisms and Data Quality Rules to maintain accuracy and integrity.
· Engineered real-time streaming applications with PySpark Structured Streaming to process high-volume transactional data from Kafka and Azure Event Hubs. This enabled real-time analytics for risk assessment, fraud detection, and portfolio monitoring.
· Implemented and optimized data warehousing solutions using Azure Synapse Analytics to support analytical workloads and business intelligence needs for financial reporting and regulatory compliance.
· Collaborated with business and IT stakeholders to define and implement data governance policies for financial reference data, promoting data integrity and regulatory adherence.
· Created interactive dashboards and SSRS reports using Azure Power BI to provide key stakeholders, such as traders, risk managers, and compliance officers, with real-time visualizations and insights into market trends, trading performance, and operational efficiency.
· Applied Microsoft Purview principles to manage data lineage, set up sensitivity labels, and enforce access controls, ensuring data security and compliance across the organization.
· Applied Azure Machine Learning pipelines for end-to-end model development for predictive analytics, such as forecasting market movements, predicting credit risk, or detecting anomalies in trading activities.
· Streamlined data workflows by developing automated processes with Azure Functions and Logic Apps, improving efficiency and reducing manual intervention for critical tasks like daily trade reconciliation and end-of-day reporting.
· Utilized Azure DevOps for version control and collaborative development of data solutions, participating in all stages of the SDLC (Software Development Life Cycle) to ensure the successful delivery of critical data systems.
· Implemented and optimized Azure HDInsight clusters for parallelized processing of large-scale geospatial data, seismic data, or smart grid analytics, reducing processing time and enhancing analytics capabilities.
· Implementing Pipelines in Azure Data Factory using Linked Services/Datasets/Pipeline to Extract and load data from different sources like Azure SQL, Azure Synapse, ADLS, Blob storage, Azure SQL Data warehouse. Developed big data pipelines using MapReduce, Hive, and PySpark, optimizing parallel computation for massive datasets.
· Implemented cost-saving measures by optimizing resource allocation and usage across Azure VMs, Azure Blob Storage, and other Azure services, ensuring efficient energy data infrastructure management.
· Engineered and automated critical data management processes within Denodo, utilizing its built-in scheduling and workflow tools to ensure energy consumption data, market prices, or operational sensor readings are consistently refreshed, synchronized, and readily available for business use..
· Participated in all stages of SDLC, including requirement analysis, design, coding, testing, and production, for big data projects on Azure, utilizing Azure DevOps for version control and collaboration for critical energy data systems.
· Applied Azure Machine Learning pipelines for end-to-end model development, from data preparation to model deployment, using Azure DevOps for CI/CD, particularly for predictive maintenance of energy assets, load forecasting, or anomaly detection in grid operations.
· Collaborated closely with operational, commercial, and IT stakeholders to gather requirements, define data integration processes, and ensure delivered solutions met both technical and business needs within the energy and utilities sector.
· Facilitated collaborative energy data analysis by creating shared data environments on Azure, fostering cross-functional teamwork and knowledge sharing in an Agile environment using Git for version control, important for cross-departmental energy initiatives..
Environment: Azure Virtual Machines (VM), Azure Blob Storage, Azure Functions, Azure Logic Apps, Azure HDInsight, Azure RBAC (Role-Based Access Control), Power BI, Hive, Hadoop, Spark, Spark SQL, Scala, PySpark, Python, Sqoop, Kafka, Oracle.

Client: Verizon, Basking Ridge, New Jersey.	              			                                        July 2019 – Aug 2021
Data Engineer									 	
Use case: Architected and Developed an end-to-end financial data platform on Azure, building batch and real-time streaming pipelines to support a corporate expense spending classification model. This platform used a multi-tiered Lakehouse solution to integrate diverse data, enabling predictive analytics, real-time forecasting, and data-driven decisions for financial stakeholders.

Responsibilities:
· Leveraged Azure API Management for seamless API calls, employed Azure Functions to integrate data from Concur Expense management platform, and dynamically created Azure Data Lake Storage Gen2 (ADLS Gen2) to streamline data management processes, with Azure Stream Analytics for processing.
· Managed global financial data, leveraging Azure Cosmos DB and Azure SQL Database for efficient and scalable data storage, and Azure Event Hubs for streaming.
· Designed and implemented data models using star and snowflake schemas within Azure Synapse Analytics, optimizing query performance for analytical workloads and ensuring data quality through validation rules.
· Utilized backend programming languages, including Java/J2EE and Python, to build custom ETL components and optimize large-scale data processing pipelines in Hadoop and Informatica environments
· Designed and implemented real-time streaming data pipelines using Azure Event Hubs and Azure Stream Analytics, enabling timely ingestion and analysis of streaming data into Azure Data Lake.
· Created custom software components, including Azure Functions and APIs, to build robust analytics applications for financial data submission and to orchestrate complex data processing workflows.
· Have good experience working with Azure BLOB and Data Lake Storage and Loading data into Azure SQL Synapse Analytics.
· Implemented feature engineering on large datasets using Azure HDInsight Spark clusters, optimizing data for model development and achieved a 20% improvement in processing efficiency.
· Successfully integrated machine learning models into Azure Databricks pipelines, enabling predictive analytics and improving business forecasting accuracy by 25%.
· Designed and implemented secure and scalable API endpoints for data ingestion and retrieval, enabling real-time data access for various business applications.
· Documented data pipeline designs, data architecture models, and best practices for Azure Data Factory and Data Lake operations, ensuring smooth handovers and system understanding for future development and maintenance.
· Significantly improved PySpark processing performance through proactive data skew mitigation, ensuring optimal resource allocation.
· Developed Data Factory pipelines that integrate with graph databases for complex relationship analysis within the data lake.
· Automated SQL queries and built Azure Logic Apps workflows for streamlined data processing and delivery, reducing manual intervention, and using Azure DevOps for CI/CD.
· Conducted data modeling in Snowflake on Azure, implementing STAR schema & Snowflake schema, and utilized Azure SQL Database for structured data representation with Azure RBAC ensuring secure access during migration.
· Implemented Azure Data Factory ETL processes, enhancing data integration from diverse sources to Azure Synapse Analytics, optimizing performance, and ensuring seamless processing for analytics during migration
· Executed data cleansing and transformation tasks with PySpark on Azure Databricks, harnessing Spark's parallel processing capabilities for enhanced efficiency and performance.
· Successfully integrated Azure Synapse Analytics for ad-hoc querying of data stored in Azure Data Lake Storage, providing users with quick insights, and facilitating dynamic, on-demand analysis.
· Deployed Azure Event Hubs for real-time data streaming, ingesting and processing high-velocity data, and enabling timely analytics for dynamic, event-driven applications, using Azure Stream Analytics
· Orchestrated data migration and synchronization between on-premises databases and Azure using Azure Database Migration Service (DMS) and Azure Data Factory.
· Created interactive Power BI dashboards and SSRS reports to visualize key business metrics, enabling data-driven decision making for stakeholders.
· Implemented optimized ETL processes using Investran, SQL, and Python to extract, transform, and load data from various sources, resulting in a 20% improvement in data processing efficiency
· Strategically used Apache Parquet for better storage in the On-Premise System; Apache Arrow accelerated financial reporting computations significantly.
· Successfully implemented advanced techniques such as Partitioning, Dynamic Partitions, and Buckets in Hive, contributing to improved performance and logical data organization.
· Streamlined and optimized ETL processes, alongside developing and implementing automated data quality checks on Azure Databricks, which reduced data errors by 15% and ensured high data integrity. This was complemented by utilizing Apache Airflow to automate and streamline data workflows, reducing data engineers' overhead, and developing robust solutions for real-time data streaming using Azure Kafka, Azure Stream Analytics, and Azure Databricks for immediate data access and analysis.

Environment: Azure Blob Storage, Azure Data Factory, Azure Synapse Analytics, Azure SQL Database, Azure Data Lake Storage, Azure Databricks, Azure Logic Apps, Azure HDInsight, Azure Event Hubs, Azure Functions, Azure RBAC, Python, Scala, Spark (PySpark, SparkSQL), Kafka, Azure Synapse Analytics, Azure Cosmos DB, Linux, Java, Apache Airflow, PostgreSQL, Snowflake on Azure.

Client: Citi Bank, New York City							 Dec 2017 – Jun 2019
Big Data Developer									
Use case: Implemented and optimized a big data ecosystem leveraging Hadoop, Hive, and Spark to process vast healthcare datasets, significantly reducing ETL times and enabling real-time analysis. This allowed for immediate access to critical patient information, enhancing decision-making and operational efficiency.

Responsibilities:

· Enhanced ETL processes using Python, SQL, and Java, improving efficiency by 30% for a large-scale data pipeline, resulting in faster data retrieval and analysis.
· Implemented Hadoop and Hive for handling vast datasets, reducing processing time by 40% through optimization techniques, and enabling seamless analysis of healthcare data.
· Designed and implemented a scalable Delta Lake architecture using Azure Databricks and Spark, optimizing data storage and enabling efficient big data processing, which resulted in a 30% reduction in processing time
· Optimized MapReduce jobs, leveraging Pig and Java, to process and transform raw data efficiently, enhancing the overall performance of big data processing pipelines and applying performance tuning strategies.
· Implemented HBase for real-time healthcare data processing, enabling immediate access to continuously generated information and supporting timely insights for stakeholders, with a focus on performance optimization.
· Utilized YARN to ensure scalable and resource-efficient data processing, enabling seamless scalability to handle growing volumes of healthcare data and performance tuning for resource management.
· Implemented Azure RBAC to manage policies and permissions for various Azure resources, ensuring secure access and governance across the entire big data infrastructure.
· Identifying and implementing cost-saving measures on this  big data platform resulted in a significant 15% reduction in cloud infrastructure costs.
· Integrated Spark and PySpark for real-time data streaming, facilitating rapid processing and analysis of streaming data sources, enhancing responsiveness and insights through optimized Spark applications.
· Applied Spark SQL for structured data analysis within healthcare datasets, optimizing performance and resource utilization for analytical purposes, and using PySpark for efficient data manipulation.
· Spearheaded the design and implementation of a real-time data ingestion pipeline for Fixed Income trading data, leveraging Kafka and Spark Streaming to support low-latency Front Office analytics.
· Developed high-performance ETL processes using Python and Spark (PySpark) to extract, transform, and load transactional data from Front Office trading systems, reducing data latency by 30%.
· Integrated diverse internal and external market data feeds into the Fixed Income data lake to support comprehensive Front Office analytics. I applied performance tuning techniques to MapReduce jobs and Spark applications, significantly improving the processing speed of Fixed Income trade blotters and position data, all while ensuring compliance with data governance and security policies and strict financial industry regulations.
· Designed and implemented ETL pipelines to extract, transform, and load Investran financial data into data warehouses or data lakes. This included designing and implementing high-performance, low-latency data pipelines using Scala and Apache Spark Streaming to process billions of real-time financial transactions for fraud detection. I optimized Spark cluster configurations and Scala code for efficient resource utilization, reducing processing latency by 25% and cutting infrastructure costs.
· Integrated with Kafka for reliable ingestion of high-volume transaction data, ensuring fault tolerance and exactly-once processing semantics.  builded robust ETL processes in Scala with Spark to transform raw, semi-structured financial data into clean, structured datasets for analytical consumption, utilizing functional programming paradigms in Scala for concise, testable, and maintainable code.
· Collaborated with data scientists to productionize machine learning models (trained in Python/R) by integrating them into Scala-based real-time scoring engines. Furthermore, I developed comprehensive unit, integration, and end-to-end tests using Scala Test and Mockito for reliable fraud detection systems, and implemented schema evolution strategies for Avro/Parquet data formats within Scala applications for seamless financial data changes.
Environment: Hadoop, Map Reduce, HDFS, Hive, Java, SQL, Cloudera Manager, Pig, Sqoop, Oozie, Hadoop, HDFS, Map Reduce, Hive, HBase, Linux, Cluster Management, Scala
Client: Walking Coin Payment Network Pvt. Ltd, Hyderabad 				May 2013 – Dec 2015
ETL Informatica Developer								
Use case: Development and optimization of robust ETL processes using Informatica PowerCenter, SQL, and Python to extract and load data from Oracle databases. This initiative streamlined data integration, reduced processing time by 20%, and ensured high data quality and integrity for critical business reporting and analytics.
Responsibilities:

· Enhanced ETL workflows using Informatica, SQL, and Python, optimizing data extraction from Oracle databases, resulting in a 20% improvement in data processing efficiency.
· Developed complex Informatica mappings to transform and load data, leveraging SQL and Python for efficient data integration, contributing to streamlined ETL processes.
· Implemented Java transformations in Informatica, enhancing data processing capabilities and improving overall performance in a large-scale ETL environment for critical business systems.
· Utilized SQL queries to optimize Oracle database interactions, improving data retrieval efficiency and ensuring seamless integration with Informatica ETL processes for timely insights.
· Collaborated on ETL design and implementation, integrating Informatica and Python scripts for data validation, ensuring data accuracy and reliability across multiple systems.
· Conducted performance tuning of Informatica workflows, optimizing SQL queries, and enhancing overall ETL processing speed, resulting in significant time and resource savings.
· Designed and implemented Informatica workflows to extract, transform, and load data from various sources, utilizing SQL for data profiling and quality assurance.
· Applied Python scripting for data cleansing and transformation within Informatica workflows, improving data quality and facilitating accurate reporting for business stakeholders.
· Executed ETL tasks using Informatica PowerCenter, incorporating SQL optimization techniques, and enhancing overall system efficiency for large-scale data integration projects.
· Integrated Oracle PL/SQL within Informatica workflows, ensuring seamless communication between ETL processes and Oracle databases, enhancing data consistency and reliability.
· Developed Java-based custom transformations in Informatica, enabling complex data manipulations and contributing to the successful implementation of intricate ETL solutions.
· Automated Informatica ETL processes using Python scripts, reducing manual intervention, improving workflow reliability, and ensuring data consistency across diverse business systems.
Environment: Informatica Power Center 9.6, Oracle 11g, Oracle, Putty, Shell Scripting, Notepad++, Informatica, Oracle, ETL, Manual Testing, UNIX/Linux.


EDUCATION DETAILS:
· Bachelor’s from Sree Vidyanikethan College from Rangampet– May 2013.

CERTIFICATIONS:
· AZ-305 - Azure Solutions Architect 
· DEA-C01 - SnowPro Data Engineer Advanced
· Data Engineer Associate.
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